
An image is a set of different pixels and each pixel has many different
characteristics such as color, intensity and texture. Image segmentation is a process of
partitioning a digital image into multiple segments that share similar attributes. It is
typically used to locate objects and boundaries in images. Pixels that are nearby to each
other and share the same color or pattern or gentle gradient of brightness are grouped into
a single object. In that way we create a pixel-wise mask for each object in the image to
identify the shape and boundary of each object. In our project, the aim is to perceive the
impact of training datasets in human segmentation and compare the accuracy of existing
models trained with appropriate datasets.
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Different models trained with the same dataset (see Figure 4) and same models
trained with different datasets (see Figure 5) perform distinctively. Also, as can be seen in
Table 1, model depth makes no significant contribution to accuracy after a plateau point.
Statistically speaking, distribution of data affects objective function’s convergence degree
to local minimum (under assumption all data comes from same distribution not
distinguishable from global minimum) with also affecting convergence speed.
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● To observe the accuracy rate for image segmentation in one model trained with different
datasets, we used PSPNet101 (Pyramid Scene Parcing Network 101) with the training
datasets VOC2012 (Visual Object Classes 2012) and cityscape.

● To analyze the accuracy rate in image segmentation in various depths of same model,
we used PSPNet101(trained with VOC2012) and PSPNet50.

● To analyze the accuracy rate in image segmentation in different models trained on same
dataset (VOC2012), we used PSPNet 101 and FCN (Fully Convolutional Network).

FIGURE 1: Semantic segmentation on the Cityscapes dataset [1].

FIGURE 2: Pyramid Scene Parcing Network [2].

● Try to develop our own model which has a better accuracy than the current ones by
modifying old models focusing on segmenting only human figures.

● Apply our original model to an application in which human segmentation is intensely
used such as portrait mode.
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Table 1: Mean IoU (Intersection over Union) and pixel accuracy comparison of PSPNet(50) and PSPNet(101) [2].

● Overview of PSPNet: Given an input image (a), we first use CNN to get the feature map
of the last convolutional layer (b), then a pyramid parsing module is applied to harvest
different sub-region representations, followed by upsampling and concatenation layers to
form the final feature representation, which carries both local and global context
information in (c). Finally, the representation is fed into a convolution layer to get the
final per-pixel prediction (d). [2]

● The difference between PSPNet 101 and 50 is the depth. PSPNet 101 has more depth,
therefore it is more complex than PSPNet 50. [2]

FIGURE 3: Fully Convolutional Network [3].

FIGURE 4: Difference between PSPNet and FCN on the VOC2012 dataset [4].

● Fully convolutional networks consists of consecutive convolutions (downsampling) and
a following pixelwise prediction layer, therefore it can efficiently learn to make dense
predictions for per-pixel tasks like semantic segmentation [3].

FIGURE 5: Difference between PSPNet 50 (trained with ADE20K) and PSPNet 101 
model trained with  two different dataset (Cityscape and VOC2012)

● PSPNet 101 has a higher accuracy when it is trained with VOC2012 dataset instead of
Cityscape dataset.

● PSPNet 101 model which is trained by VOC2012 dataset has a higher accuracy than
PSPNet 50 model trained with ADE20k dataset.

● PSPNet 50 model trained with ADE20k dataset has a higher accuracy than PSPNet 101
trained with Cityscape dataset.

● PSPNet 101 has a better performance than FCN when they are both trained with the
same dataset (VOC2012). PSPNet 101 resulted as a more accurate segmentation to the
ground truth.

● PSPNet 101 has a better accuracy than PSPNet 50 because deeper pre-trained model 
gets a higher performance. [2]


