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Data sketches are probabilistic data structures with mathematically proven 

error bounds that store information about the datasets using small amount of 

space using hash functions. They can approximate some predefined 

questions (i.e. cardinality or frequency estimation) about big data with high 

accuracy. 

We chose a data sketch called HyperLogLog and tested it with many 

different configurations in order to find results that show least errors 

possible when estimating unique elements in large genomic datasets.
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As seen on the graphs, HyperLogLog performs better as the K-mer sizes are 

increased regardless of the hash functions. We think that this is caused by 

the fact that lengthier K-mer sizes result in larger quantities of distinct 

elements and HyperLogLog performs better estimating with larger quantities 

of distinct elements.  The same pattern of improvement can be seen with the 

bits taken for the buckets, again a parameter of HyperLogLog. Yet this  

improvement peaks at 10 bits in this case.

The hash functions considered, the graphs show that when the distinct 

element size is smaller(K-mer length 32 leads to less distinct elements than 

64) Tabulation Hash returns the most accurate results, with larger distinct 

element sizes it still performs great but gets rivaled by City Hash.

We focus on HyperLogLog and its behavior with different hash functions 

when we review our results. Murmur Hash, Spooky Hash, City Hash and 

Tabulation Hash functions are subject to our experiments. Comparison of the 

accuracy of hash functions on the datasets were done with a tool called DSK 

that gives exact cardinality result. Other parameters subject to the 

experiments were the different datasets, different K-mer sizes such as 32, 40, 

48, 56, 64 and different bucket bits (a parameter of HyperLogLog) such as 6, 

8, 10, 12, 14. Results of these experiments were used to try and find a 

correlation between hash functions and the accuracy of the data sketch.

OBJECTIVES

• Implementing and learning more about data sketches; especially 

HyperLogLog

• Comparing hash functions to find most suitable ones for different queries 

on genomic data

• Investigating effects of k-mer size, data size, register size and hash 

functions on the estimation accuracy of data sketches
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CONCLUSION

Findings so far suggest that HyperLogLog data sketch for K-mer counting 

gives more accurate results with bucket bits around 10 and a large distinct 

element size utilizing Tabulation and City Hashes, yet there are other 

conditions to consider. Right now, even though our implementation of 

HyperLogLog saves a lot of space, it runs sequentially, therefore it takes 

time to process the datasets; parallelization is needed to bring our model to 

more desirable speeds. Also in our estimation formula, there is a correction 

constant that differs for each bucket size which might need tweaking. Finally 

a file size of 1GB, like the ones we used, might seem large at first, when in 

bioinformatics, file sizes can go much larger. Tests need to be done on these 

types of data to have more accurate results to see which hash function 

performs the best for HyperLogLog sketch.
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