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 • Finding a shortest synchronizing sequence (SS) (Eppstein, 1990) 

and a shortest homing sequence (HS) (Sandberg, 2005) are both 

NP-HARD problems which are well-known in literature. There are 

heuristics to find a short synchronizing sequence but heuristics to 

find  a short homing sequence are not widely studied. 

 • We discover a relation between homing sequences and 

synchronizing sequences so that SS heuristics can be applied to 

find a homing sequence. 

 • We adapt synchronizing (SS) heuristics to homing sequences.  
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AN FSM M0      AN AUTOMATON A0 

1) Creating a pair automaton called homing automaton (HA) from 

the given FSM 

2) Using synchronizing heuristics on HA to find homing sequences 

3) Adapting synchronizing heuristics to homing sequences in order 

to reduce the homing automaton creation time 

⟺ 

AN FSM M0 
  HOMING AUTOMATON AM 

 • A synchronizing sequence(SS) S is an input sequence that takes 

the machine to the unique final state regardless of the initial state. 

 • A homing sequence(HS) H is an input sequence such that for all 

states output sequence to H uniquely identifies the final state. 

 • Given an FSM M
0 

, it is possible to find a homing sequence for 

M
0
 by applying synchronizing heuristics to its corresponding 

homing automaton H
A 

. 

 • Moreover, we can adapt widely known synchronizing heuristics 

to homing sequences which enables us to work on the given FSM 

M
 0

 omitting the homing automaton creation step. 

Theorem.  Let M = (S, X, Y, δ, λ) be an FSM and  A
M

 = (S
A
, X,  δ

A
) 

be the HA of M. An input sequence x̄ ∈ X* is an HS for M iff x̄ is  

an SS for A
M

. 

Proof. If x̄ is an HS of M, for any two states s
i
 and s

j
 in M, 

 λ(s
 i
 , x̄) ≠ λ(s

 j
 , x̄) or δ(s

 i
 , x̄) = δ(s

 j
 , x̄).  

Since δ
A
({s

i
, s

j
}, x̄) = q* for any {s

i
, s

j
} ∈ S

A
. 

For q*, δ
A
(q*, x̄) = q* . Hence x̄ is an SS for A

M
.   

 • We have implemented 2 heuristics which work on the created 

homing automaton and finds SSs on the homing automaton, which 

are equvailent to HSs on the initial FSM. 

 • We have implemented 3 homing heuristics by adapting 

synchronizing heuristics for homing sequences. They work on the 

initial FSM.  

 • SS Heuristics (which work on the HA) generally find shorter 

homing sequences but, as a trade off, these heuristics consume 

much more time because of the homing automaton.  

 • Among HS heuristics we implemented, SynchroP HS is the best 

in terms of the sequence length since it performs a deeper analysis 

on the FSM.  
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